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Abstract — This research paper shows the implementation
of the work carried in machine translation using ahiae
learning algorithm taking in consideration bi-lingli.e.
English to Hindi translation based on fuzzy techeiq
Model is implemented in Python taking input in Estgland
translating to Hindi as output. It consists of aaitree
dataset containing English equivalent Hindi sen&nc
Initial program run to train the application withhe
training set data. Minimum one million datasets mken
based on Microsoft's vast collection of datasetdterA
implementation of the program and comparison witmeo
techniques used in such research, the result fotmd
achieve efficiency of 80% and above. The reseaocie @n
the following machine translation shows a significa
achievement in the relevant area. Further it opansew
gateway for improving the research on machine tiatien.
Keywords—Fuzzy Logic, Machine Translation, Machine
Learning, NLP, etc.
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l. INTRODUCTION: DESIGN OF SYSTEM EBMT
USING FUZZY LOGIC
In this research work, the following use of therpus
consisting of minimum one million datasets and clexp
sentences, to carry out the experiments of machine
translation use machine learning algoritlfErRample-based
machine translation (EBMT) is a method of machine
translation often characterized by its use of angilal
corpus with parallel texts as its main knowledgsebat run-
time. It is essentially a translation by analogy aan be
viewed as an implementation of a case-based reagoni
approach to machine learning.
At the foundation of example-based machine traiuslats
the idea of translation using an approach known as
translation (Use of Python). When applied to thecpss of
human translation, the idea that translation tgiase by
analogy is a rejection of the idea that people slae
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sentences by doing deep linguistic analysis. ldstéais
founded on the belief that people translate byt firs
decomposing a sentence into certain phrases, thyen b
translating these phrases, and finally by propesiyposing
these fragments into one long sentence. Phrasedlataons

are translated by analogy to previous translatiofise
principle of translation by analogy is encoded xareple-
based machine translation through the examplel&t@oss
that are used to train such a system.\

Example-based machine translation was first sugdelsy
Makoto Nagao in 1984. B.Pevzner suggested the idea
(looks like "translation memory") in 1975 year ocgnsnar
“Machine translation" in International center ofiestific

and technological information. (Moscow). Makoto Idag
pointed out that it is especially adapted to tramish
between two totally different languages, such agliEim
and Japanese. In this case, one sentence cannsiated
into several well-structured sentences in anotaeguage;
therefore, it is no use to do the deep linguistialgsis
characteristic of rule-based machine translatidre figure
below shows the POS tagger result for a good machin
translation from English to Hindi.

Table: 1.1 POS Tagger result.
Nonsense

Roughly understandable
Understandable

Good

Perfect

A WDNELO

Il. LITERATURE SURVEY
1) A bilingual machine translation system: English &
Bengali

Natural language is a fundamental thing of humasietp

to communicate and interact with one another. lis th
globalization era, we interact with different regab people

as per our interest in social, cultural, economical
educational and professional domain [1]. There are
thousands of natural languages exist in our eérth.quite
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tough, rather impossible to know all the languaggs.we

need a computerized approach to convert one natural

language to another as per our necessity. This atariped
conversion among multiple languages is known as
multilingual machine translation. But in this papez work

with a bilingual model, where we concern with two

languages: English and Bengali. We use soft contiput

approach where fuzzy If-Then rule is applied to ad®e a

lemma from prior knowledge; Penn TreeBank PoS &agb

HMM tagger are used as lexical class marker to eamtdl

in corpora.

2) Bilingual Corpus Research on Chinese English
Machine Translation in Computer Centres of
Chinese Universities

In recent years, monolingual or multilingual (primha

bilingual) [2] corpora are viewed as key resourdes

language information processing and language eagimg
projects. A Chinese English parallel corpus is eiat up.

This paper gives a brief discussion on construction

annotation, and alignment of the parallel corpusd Aow it

is used in Chinese English Machine translation.

3) Words to phrase reordering machine translation
system in Myanmar-English using English
grammar rules

In machine translation (MT), one of the main profeto

handle is word reordering [3]. This paper focusedédsign

and implement an effective machine translationesysfor

Myanmar to English language.. The framework of this

paper is reordering approach for English senteiWe.

propose an approach to generate the target sentgnce
using reordering model that can be incorporated the

Statistical Machine Translation (SMTS). Myanmartsene

and English sentence are not semantic. In this rpape

present Myanmar to English translation system ihaiur
ongoing  research. Input  process, tokenization,
segmentation, translation and English sentencergtoe
include in this system. In this paper, we descdbeut the

English sentence generation. The aim of this papdo

reassemble the English word into proper sentente T

resulted raw sentence from translation process is

reassembling to form the English sentence. Subntt/
agreement process, article checking process ansge ten
adjustment process will also be performed accorttinthe

English grammar rules. The English sentence genarat

proper for Myanmar to English translation system

4) A study to find influential parameters on a Farsi-
English statistical machine translation system

The aim of this paper is to analyze the Farsi-Emgli

statistical machine translation systems as a useful

communication tool [4]. Improvement of the nation's
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communication increases the need of easier way of
translating between different languages in front of
expensive human translators. In this work, a diedis
phrase-based system is run on Farsi - EnglisHgraguages
and the effect of its parameters on the translaticadity has
been deeply studied. Using BLEU as a metric ofdiation
accuracy, the system achieves an improvement @fo4d,.8
relative to the baseline accuracy, which is incnetnfeom
16.97% to 18.81% in the best case,
5) Rule Based Machine Translation System from
English to Tamil
The main goal of this research is to develop Ehgliamil
machine translation system using rule-based appesd&].
For rule based approach, considering the structural
difference between English and Tamil languagestasyn
transfer based methodology is adopted for tramsiafl his
translation engine is a parser, which analyzessihgce
text, and the corresponding target structure isegead
through the transfer lexicon. Morphological generaior
Tamil is required to generate the proper Tamil sece.

M. PROPOSED WORK

Example based machine translation (EBMT) [6] usiid®

is one such response against traditional models of

translation [1]. Like Statistical MT, it relies darge corpora

and tries somewhat to reject traditional linguistiations

(although this does not restrict them entirely frosing the

said notions to improve their output). EBMTNLP ®yst

are attractive in that they require a minimum ofopr

knowledge and are therefore quickly adaptable tayma

language pairs.

The particular EBMT [2] system that we are exangnin

works in the following way [7]. Given an extensigerpus

of aligned source-language and target-languagecisees,

and a source-language sentence to translate:

1. it identifies exact substrings of the sentencedo b
translated within the source-language corpus,
thereby returning a series of source-language
sentences

2. it takes the corresponding sentences in the target-

language corpus as the translations of the source-

language corpus (this should be the case!)

Then for each pair of sentences:

4. it attempts to align the source- and target-languag
sentences;

5. it retrieves the portion of the target-language
sentence marked as aligned with the corpus source-
language sentence’s substring and returns it as the
translation of the input source-language chunk [3].

w
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V. PYTHON PACKAGES USED
1. fuzzy-wuzzy
2. nltk (Natural Language Text Processing Toolkit)

APPROACH: HOW IT IS DONE TECHNICALLY
Algorithm:
Step I: Prepare a training dataset containing iEmgl
equivalent Hindi sentences.
Step IlI: Initial run to train the application withe training
set data.
Step lll:  Minimum 1 million datasets required toh&ve
efficiency of 80% and above.
Step IV: Use of some manual dataset as well as fro
Microsoft's vast collection of corpora.

VI. WORKING PROCESS
Capture the input text from the user through frent.
Now tokenize the sentence using Natural Language
Processing Carry out POS Tagging and label them
accordingly [8]. Replace all the nouns and adjestito
Hindi directly. Now generate sentences with possibl
placements of prepositions in Hindi. Now these aecds
will be compared for the grammatical precision withr
datasets which contain predefined sentences. Now by
matching the grammar patterns of our sentence had t
dataset a probability ratio is generated. Out df thée
sentences the one having highest ratio is selectédhown
as output.

VILI. NATURAL LANGUAGE TOOLKIT
NLTK is a leading platform for building Python pmagns
to work with human language data. It provides dasyse
interfaces to over 50 corpora and lexical resousces as
WordNet, along with a suite of text processingdifes for
classification, tokenization, stemming, tagging;spsy, and
semantic reasoning, wrappers for industrial-stiengt.P
libraries, and an active discussion forum.
Thanks to a hands-on guide introducing programming
fundamentals alongside topics in computationaluistics,
plus comprehensive APl documentation, NLTK is siléa
for linguists, engineers, students, educatorsarekers, and
industry users alike. NLTK is available for Windgwdac
OS X, and Linux. Best of all, NLTK is a free, opsource,
community-driven project.
NLTK has been called “a wonderful tool for teachimgd
working in, computational linguistics using Pythbmand
“an amazing library to play with natural language.”
Natural Language Processing with Python provides a
practical introduction to programming for language
processing. Written by the creators of NLTK, it dgs the
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reader through the fundamentals of writing Python
programs, working with corpora, categorizing text,
analyzing linguistic structure, and more. The b@keing
updated for Python 3 and NLTK 3

VIII. RESULT

eQaws

" Setete

EXAMPLE BASED MACHINE TRANSLATION USING FUZZY LOGIC

ingut Test: Output Teit
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In Figure 1.1 shows the snapshot of the output tfar
translation as input in English giving output inndi.Table

1.2 shows the dataset used for training of the naroge .
Python was used for the creation of front end and
background databased.

The output shows 80% accuracy in the result.

Example: Input Statement: in English:

“India is great”

Output in Hindi:

IX. CONCLUSION & FUTURE SCOPE
This research work proposes a new system, which is
scalable, transparent and efficient. The entirgesyswill
convert the source language text into target lagguaxt
using natural language processing. It will use rifechine
translation technique which is better than thet@gstools
available in the market.
The algorithm is such that, there is dictionaryofpts /
vocabulary of Englishand Hindi. The parsing will be
proper. The mapping technique will also be usetith
Literals will be separated using partitioning artensming
techniques. The root word will be identified usiagificial
intelligence and bilingual translation. We purshe study
of example based machine translation using natural
language processing.
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